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ABSTRACT. We review the logic of “seeing to it that” (STIT). We propose two new
primitive operators that allow to characterize syntactically the operators Chellas’,
deliberative and achievement stit but also Chellas’ original operator of agency Ag .
We show how it highlights their relationship and reveal differences. In particular,
we remark that Chellas’ stit is not an accurate simulation of Chellas’ Ag .

1 Introduction

Recently, the STIT theory has gained interest in the field of logics for com-
puter science and artificial intelligence [Wan06, BHT06] and in ontology
[TTV06, Gar06]. It is worth noting that it will be central in the introduc-
tory course “Logics of Agency and Multi-Agent systems” of ESSLLI 2007.

STIT originates from philosophy. Probably the first paper to refer to
the logic of seeing to it that (or theory of agents and choices in branching
time) is [BP88]. It analyzes linguistically the needs for a general theory of
“an agent making a choice among alternatives that lead to an action”. The
thesis is that the best way to meet this goal is to augment the language with
a class of sentences. The proposed class is the one of sentences of the form
“Ishmael sees to it that Ishmael sails on board the Pequod” paraphrasing
the sentence “Ishmael sails on board the Pequod”. Thus, from any sentence
describing a concrete action of an agent a (e.g., sailing) we can reformulate
it into an agentive one stating that a sees to it that a state of affairs ¢
holds, formally: [a stit: ¢].

Formal models are provided, that constrain those of the oldest semantics
for a logic of action introduced by Chellas in [Che69], such that time is linear
to the past. Several agents with independent choices are also assumed.
However, Belnap et al. release the assumption of discreteness.

It is important to remark that models are influenced by the observation
that in a branching time framework, future-tensed statements are ambiguous
to evaluate if not impossible. In general, in branching time, a moment
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alone does not provide enough information to determine the truth value of
a sentence about the future. Prior [Pri67] and Thomason [Tho70] hence
proposed to evaluate future-tensed sentences with respect to a moment and
a particular course of time running through it. This is why states of the
world in STIT models consist of ‘fragmentized’ moments: a moment splits
up into as much indexes as there are courses of time running through it.
[BP88] is a roadmap towards a very rich theory of agency compiled in
[BPX01] and [Hor01]. One of the core ideas is to capture a notion of re-
sponsibility of the agent a for the actual truth of a proposition p.

In this note, we review STIT theory (Section 2) and propose two new
primitive operators that allow to characterize syntactically the operators
Chellas’, deliberative and achievement stit (Section 4) but also Chellas’ orig-
inal operator of agency Agp. We show how it highlights their relationship
and reveal differences. In particular, we remark in Section 5 that Chellas’
stit is not the more accurate simulation of Chellas’ original proposal A,y
[Che69, Che92]. A brief preliminary investigation of duration of agents’
activities is given in Section 6, and we conclude in Section 7.

2 The theory of agents and choices in branching
time

We present here the semantics provided by Horty and Belnap [HB95].

It is embedded in the branching time framework. It is based on structures
of the form (W, <), in which W is a nonempty set of moments, and < is
a tree-like ordering of these moments.! A maximal set of linearly ordered
moments from W is a history. Thus, w € h denotes that the moment w is on
the history h. We define Hist as the set of all histories of a STIT structure.
H,, = {h|h € Hist,w € h} denotes the set of histories passing through w.
An indez is a pair w/h, consisting of a moment w and a history h from H,,
(i.e., a history and a moment in that history). Because of branching, two
different moments can lie at a same instant. In the following Agt is a non-
empty set of agents and Atm is a set of atomic propositions. A STIT-model
is a tuple M = (W, <, Choice, Instant,v), where:

e (W, <) is a branching time structure;

e Choice : Agt xW — 22" i5 a function mapping each agent and each
moment w into a partition of H,. The equivalence classes belonging
to Choicey can be thought of as possible choices or actions available to
a at w. Given a history h € H,,, Choice? (h) represents the particular

¥or any wi, w2 and w3 in W, if wy < ws and wy < ws, then either w; = wy or
w1 < w2 or we < Wi.
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choice from Choice?¥ containing h, or in other words, the particular
action performed by a at the index w/h. We must have Choice? #
and Q # 0 for every Q € Choice¥;

e Instant : W — 2V : maps each moment to the set of moments lying
in the same instant. It may be seen as a partition “by layers” of W
into equivalence classes;

e v is valuation function v : Atm — 2W*Hist,

Those models are originally called BT + I + AC structures, explicitly listing
their main characteristics, viz. branching time, instants, agents and choices.
In STIT-models, moments may have several valuations, depending on
the histories passing through them. Thus, at any specific moment, we
have different valuations corresponding to the results of the different (non-
deterministic) actions possibly taken at that moment.
A formula is evaluated with respect to a model and an index. Here are
basic truth conditions:
M,w/h=p < w/h €v(p),p € Atm.
M,w/h = =g = Muw/hlfyp
Mw/h = oV <>  Muw/hEpor Myw/h =

Historical necessity (or inevitability) at a moment w in a history is de-
fined as truth in all histories passing through w:
M,w/h|=0p <= M,w/h | ¢,Yh' € H,.

There are several operators in the STIT theory. The so-called achieve-
ment stit was first introduced. Then Horty simplified the logic by intro-
ducing a deliberative one, which is deprived of the temporal aspect featured
by instants, and corresponds to the previous proposition of von Kutschera
[vK86, HB95]. We also present the widely used and simpler Chellas’ stit:

Definition 1 (Choice equivalence). Two moments wy and we are
Choice? — equivalent if (1) instant(wy) = instant(ws) (2) w is a mo-
ment prior to both wy and wy (called witness moment) (3) w1 and wo lie
on histories belonging to the same Choice? partition.

M,w/h = [aastit: ¢] <= there is a moment w; < w such that (for
all moment wy, Choice® —equivalent to w, M,ws/h' |= ¢ for all b’ € Hy,)
and ( there is some moment wy € instant(w) such that w < w3 and
M, w3 /h" |~ ¢ for some h'" € Hy, )

[a astit: ] means that agent a has ensured that ¢ holds now by making
a choice previously, and if he had made a different choice, ¢ could have been
false at the present instant.
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M,w/h = [adstit: 9] <= Vh' € Choice?(h), M,w/h' |= ¢ and
" € Hy, M, w/bh" = ¢
M,w/h | [acstit: ¢] <= Vh' € Choice?(h), M,w/h' = ¢

Intuitively [acstit : ] means that agent a’s current choice ensures ¢,
whatever the other agents do. [adstit: ¢] adds the fact that ¢ was not
settled, so, in a sense, that agent a is responsible for ¢. Truth conditions
of those operators do not depend on instants. They can be evaluated in
simpler models called BT + AC' structures.

3 A discrete time framework

What can be now of interest, is to understand the underlying link between
the three main versions of STIT operator, viz. Chellas’ stit, deliberative stit
and achievement stit. The deliberative stit can be defined from Chellas’ plus
historical necessity since the following holds:

[adstit: @] <> [acstit: o] A "Op

The other way round, we have [acstit: ] <> [adstit: ¢] V Op. The link
between deliberative and Chellas’ stit is then quite obvious. However, a
formal link of the achievement stit with them is more involved. We never-
theless claim that, because of the complex semantics of [_astit: ], such a
relationship can provide a neat picture of the fundamental aspects of the
theory of choice in time. And in order to stick to the fundamental aspects,
let us first simplify the framework by some usual assumptions. They at
least are usual in a discipline like computer science, and have the merit to
rule out some features that were enabled just for a matter of generality, and
thus unfortunately hid some other essential features. Belnap and colleagues
refrained from taking position on the nature of time.

“[...] no assumption whatsoever is made about the order type
that all histories share with each other and with Instant. For this
reason the present theory of agency is immediately applicable
regardless of whether we picture succession as discrete, dense,
continuous, well-ordered, some mixture of these, or whatever;
and regardless of whether histories are finite or infinite in one
direction or the other.” ([BPXO01, p. 196].)

We thus consider the assumption of time isomorphic to the set of natural
numbers interesting to study. We would like to investigate how such a
simplification can strengthen our understanding of logics of agency. We
explicit discreteness as follows:

Definition 2. The total function instantof : W — N associates an instant
to each moment. The function atinstant : N — 2W associates each instant
to the set of moments lying in.
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Hypothesis 1. Histories are regular: (1) Vh,h' € Hist, Yw € h, Juw' €
h', s.t. instantof (w) = instantof(w') (2) for some h € Hist and w € h, if
instanof (w) =14 then Vj < i, Jw' € h s.t. instantof(w') = j.

Moreover, we assume the existence of a root:

Hypothesis 2. There is a moment w such that there is no w' such that
w' < w.

‘Wo

Figure 1.1: (Time goes upward.) At wg, a can make the choice that ¢
is true in two steps, even though it is not settled it will be true at that
instant. At w; (or we) it will be the case [aastit: ¢]. Indeed, for some
h € wy, wi/h = [acstit: p|a (p is true at every index of w; and we) and
wi/h |E —Oop. At wp it is however already settled that in three steps, ¢
will be false: for some h' € ws, ws/h' = O3—p. (¢ is true at every (upper)
dark grey moment.)

4 NSTIT

In order not to get confused let us call NSTIT the logic interpreted by
BT + I+ AC structures constrained by the hypothesis previously presented,
and syntactically extending the STIT theory presented in Section 2 (with a
language containing operators Chellas’, deliberative and achievement stit)
with the two following collections of operators indexed by a natural number
k:

e M,w/h | Ogp <= FJwy < w, instantof(wy) = instantof(w) —
k, Yw' € Instant(w) N (Un'eu, h'), VA € w', M,w'/h = ¢
It reads that “k instants ago, it was settled that ¢ would be true now”.
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o M,w/h = [acstit: ¢l <= Fwo < w, instantof (wo) = instantof (w)—

k, Yw' Choice?® — equivalent of w, Vh' € w', M,w'/h = ¢
It reads that “k instants ago, agent a ensured that ¢ would be true

now”.

Analogously to the achievement stit, we call wg in the previous truth
conditions the witness moment of [a cstit: @] or Ogep.

We offer to NSTIT a mechanism close to what exists in Hybrid Logic
[BARVO01, Chap. 7]. We assume the existence of a set {0,1,...} of specific
atomic formulae that we could call nominals. We thus constrain the models
such that M,w/h |= i iff instant(w) = i. Our account is nevertheless
different from Hybrid Logic since genuine nominals should be true at exactly
one moment/history pair. (See for example [BGO1] for a concrete account
of hybrid temporal logic.)

Now, let us exhibit some interesting validities, candidates to the status
of axioms for future developments.

(NP) 0— 4T

(P) oV T

(Mon) O T — O, T
(Sett-1)  Olgk — O, T
(Sett-2) k<> Ogk

(NP) captures that there is no past beyond the instant 0. (P) on the
contrary means that whenever we do not stand at instant 0 we can ‘step
back’ in the temporal structure. (Mon) means says that when we can look
back at k+ 1 steps, we can look back at &k steps as well. (Sett-1) says that k
times ago, it was settled that we would be standing at instant k£ only if we
can look back at k steps. (Sett-2) means that we are standing at instant k
iff it was already settled k steps ago that we would stand at instant k& now.

We are now ready to see how the operators of the STIT language relate
to our new primitives.

Proposition 1. The four following formulae are valid:
o [y + Loy
o [acstit: @] <> [acstit: g
o [adstit: @] <> [acstit: p]op A ~Top

o i — ([aastit: ¢] « Vfczl([a estit: ol A Okp))
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From the last item, we can have a local definition of achievement stit for
every instant. It is indeed similar to the definition of tense operator ‘until’
and ‘since’. (See [BGO1, Sect. 4.1].) Historical necessity, Chellas’ stit and
deliberative stit on the other hand, can be completely defined from our new
primitives.

Instances of the new primitive operator of agency are intrinsically related
and obey the following property:

Proposition 2. [acstit: |k, — [acstit: ¢|i,, for every ko < k1.

5 Comments on Chellas’ A, p

In [Che92], Brian Chellas turns back to his operator of agency introduced
in [Che69]. As in theories of agents and choices in branching time, truth
values of the language are in terms of times (alias instants), histories and
agents, plus certain relations. Here, we quickly show how we can define A,y
fairly in NSTIT, and also suggest that Chellas’ stit operator does not match
perfectly.

5.1 Semantics of time and actional alternatives

The set of times is taken to be the set of integers. We write ¢ < t' to
state that t is earlier than ¢’ and ¢ < ¢’ to state it is not later. Histories are
functions from times to states of affairs (alias moments), and h(t) represents
the state of affairs in history A at time ¢t. Two time-indexed relations between
histories are then defined. h =; h' means that histories h and A’ have the
same past at time ¢; h =; h' means that they share the same past and the
same present. Formally,

o h =y b iff h(t') = K'(t') at every time t' < ¢
e h=, b iff h(t') = K'(t') at every time t' < ¢

Given a state of affairs h;, Chellas uses the term future cone for the set of
histories emanating from h;. Two histories are in the future cone of h(t) if
h =t h.

Instigative alternatives. The relation R¢(h,h’) is used to mean that

h' is an instigative alternative of h for agent a at time ¢. The relation is

reflexive and R{(h,h') only if h =, h'. Instigative alternatives capture the

idea of histories “under the control” or “responsive to the action” of a at t.
Truth conditions of the operator of agency is given by:

(h,t) E Agp < (B, t) = ¢, V' s.t RE(h, 1)
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5.2 Chellas’ stit is not A,p

In addition to our short overview, it is interesting and helpful to consider
Krister Segerberg’s interpretation of the operator in [Seg92]. Segerberg calls
R} (h,h') the cone of ‘actional alternatives’ and observes that in the truth
value of A,p, “the cone Chellas wishes to consider has its apex at the
immediately preceding time”. This is indeed a consequence of the constraint
that two histories h and h' are instigative alternatives only if h =; h'.

Finally, we can define more appropriately the operator in NSTIT as fol-
lows:

Ay 2 Jacstit: o]

It thus clearly differs from [a cstit: ¢] which we remind is logically equiv-
alent in NSTIT to [acstit: ¢]o. There is a temporal switch between them.
One must be aware of a possible misconception of the Chellas’ stit, since it
does not reflect Chellas’ original operator. If Chellas had in mind something
similar to Chellas’ stit when he made up his A,y operator, he would have
constrained the instigative alternatives (or actional alternatives) such that
R{(h,h') only if h =; h'.

Still, it does not mean that [acstit: ¢]; is Agp without nuance. Our
definition also suffers the fact that Chellas did not impose a “future branch-
ing only” [Che92, p. 489] nature of time and the independence of agents,
while we inherit them from BT + AC structures.

6 Duration of an activity

Now, those operators indexed with a natural number & may seem odd. But
this is not odder than an iterated operator ‘next’ permitting to jump from
instant to instant along a history. This is actually interesting to see what is
going on if we allow such an operator:

M,w/h = Xp <= Jww<vw, A" w<w <w', st. M,w'/h =

In order to highlight how our primitive operators behave over time, it is easy
to prove that [a cstit: X¥p)] <> X¥[a cstit: ¢]i, and OX*p < XFOe.

Let us designate a chain as being a set of linearly ordered moments. “In
branching time, chains represent certain complex concrete events” [BPX01,
p. 181].

While in the original STIT theory the [_cstit: | permits to express that
an agent selects some set of histories (unbounded sets of ordered moments),
underlying events are loosely characterized: they correspond to every chain
we can construct on those histories. With [_cstit: _|; we clearly identify
the set of events the agent has brought about: events composed of moments
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between the moment of choice w and moments that are on the selected his-
tories not farer than k instants after w. We see that as a strength of the
language.

An example. To give some intuition of possible applications of [a cstit:
¢k consider the following example. In an institutional context, it can be
useful to reason about the length of an activity. For instance, given an
operator for obligation (), we could have a formula like

phd(Mary) — O[Mary cstit: Mary_-has_written_her_thesis]os

in the domain description, to state that a student can obtain a PhD only
if he or she has achieved the writing of the thesis and has spent at least 24
months working on it.> From Proposition 2, it indeed captures the notion
of minimum. In such a modeling, it is like Mary chose at least 24 ‘clock
ticks’ ago (that happen here to correspond to months) to write a thesis and
it happens to have succeeded now.

7 Concluding remarks

The contribution here is humble: make clearer the link between logical op-
erators by adding what can be seen conceptually harmless constraints in
a discipline like computer science. First, it clearly highlights that the de-
liberative stit is a local achievement stit, or an achievement stit having the
current moment as a witness. Second, it permits us to provide a more appro-
priate simulation of Chellas’ original operator of agency which was simply
impossible without assuming discreteness.
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