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Abstract. This paper reports on first results of our study of the re-
cently proposed family of ATL,. logics. We provide the intuitions for
that it could serve as an (already well-studied) unifying framework for
the verification of properties about time, ability, strategies and agency
in societies of agents. We relate it with STIT logics of actual agency,
and with ATL with explicit strategies. We establish that the problem of
satisfiability checking for ATL,. over general concurrent game structures
(with possibly infinitely many moves and states) is undecidable.

1 Introduction

The first aim of this paper is to consider the recent extension of ATL with
strategy contexts [6,7,11,10] and reveal its relevance for the general discussion
of strategies, ability and agency, and ground it in the topic of logics for multi-
agent systems as well.! We explain how ATL,. and ATL?, can capture a variety
of notions of strategic actual agency that lie beyond the mere ability of coalitions
as captured by ATL.

The second goal is to contrast the use of strategy contexts with explicit strate-
gies, to point out their similarities and differences in expressivity and flexibility.
ATL,. and ATLES capture both notions of commitment to and release of strate-
gies. We relate the two logics and discuss how they capture these notions as well
as notions like irrevocable strategies, forgetting forever and recall of strategies.

The third contribution is technical. The focus of ATL,, has been on model
checking so far, and not satisfiability. To make as few semantic assumptions as
possible, we consider a generalisation of concurrent game structures with possibly
infinitely many states and possibly infinitely many choices. We establish that,
over such structures, the satisfiability problem for the logic ATL,. is undecidable.
In this more general setting, it is then not fit for reasoning about multi-agent
systems. However, this is the price to pay as even apparently much simpler
logics present the same drawback (e.g., Chellas’ STIT logic of group agency [14]).
Nevertheless, when interpreted over finite models, we identify a positive fragment

! For the moment, we leave aside the variants of ATL,, designed to specify perfect-
recall and bounded-memory strategies, although it is also a prominent aspect of
societies of agents. We do not consider strategies in imperfect information either.



of ATL,. that can be translated into ATLES, for which a decision procedure is
known.

The paper is organized as follows. We present syntax and semantics of ATLg,
in Section 2. In Section 3, we explain how ATL,. and ATL}, are adequate for
describing notions of actual agency and ATL-like ability. We try to illustrate
the richness of the languages by proposing several variants and we point out
a difficulty with how the ATL modality was defined in ATL,.. We introduce
ATLES on concurrent game structures in Section 4 and compare ATLg. with
ATLES. Moreover, we determine a fragment of ATL. that corresponds to ATLES.
In Section 5, we show that ATL}, is undecidable over general concurrent game
structures (with possibly infinitely many states and choices).

2 ATL with strategy contexts

Any language in this paper is defined over a signature containing an infinite
supply of ingredients. While it is typically accepted to have infinitely many
propositions available to use in formulas, languages for multiple agents often
assume the set of agents to be finite. Using a finite set of agents in the signature,
instead of an infinite set, gives rise to a different language that, although of same
cardinality, may lead to a different computational complexity for their respective
reasoning problems. A finite bound on the number of agents limits the modelling
capability of the language and, thus, restricts its generality. We fix IT and X to
be countable infinite sets of, respectively, atomic propositions and agents (or
players). All languages here are defined using IT and 3 as their signature.

The following grammar was given for ATL?, in [11]. In this paper, however,
we differ from the original definition in that we do not assume the set of agent
symbols in the signature to be finite.

Definition 1 (ATL}, syntax). The following grammar defines state formulas
@ and path formulas ¢, where p ranges over II and A over finite subsets of 3.
The language of ATLY, consists of the state formulas.

pu=p | oo | oV | YAl | (A)
V=@ | 2 | vV | Op | oUep

The language is enumerable. To see this, verify that there are countably many
coalitions, i.e. finite subsets of a countable set.

The remaining Boolean operators A, — and <> as well as the logical constants
T and L can be defined as usual in terms of the operators given. The linear
temporal logic operators ‘sometime’ and ‘forever’ can be defined as path formulas
O = (TU ) and Op = (T U —). Informally, the formula (A)1) states that
A has a strategy to ensure the temporal property . The modality ¢(A) commits
the members of A to their selected strategy, while the operator -)A(- releases
this commitment.

The language of ATL . consists only of some formulas from ATL?,. The syntax
of the path formulas v is restricted as follows (where ¢ refers to the state formulas
in Def. 1):

Ypu=—p | Op | Uy



Notice that Oy is still definable in ATLg. as this grammar allows for path for-
mulas of the form —(¢1U p2). In contrast, the syntax of ATL [4] is restricted
to not allow the application of negation to the next-time and until operator.
It does not matter in the case of =()¢p, because the negation can be pushed
inside the next-time operator yielding the equivalent ATL path formula (O)—.
But it does matter for path formulas of the form —(p; U ¢3). Their absence in
the ATL syntax is compensated by including the O operator explicitly. However,
the compensation is only partial, because the dual of until® cannot be expressed
in ATL, cf. [17].

ATL has been defined using Alternating Transition Systems (ATSs) [2, 3] and
Concurrent Game Structures (CGSs) [4]. Tt is readily seen that both types of
structures can be used interchangeably for logics that do no address the names
for moves in the object language. In the case of ATL, this has been shown in [13].
In terms of computational complexity of model checking, however, it makes a
difference when we use ATSs or CGSs as was studied in [16, 17].

In this paper, we evaluate formulas on Concurrent Game Structures (CGSs),
which are defined as follows.

Definition 2 (Concurrent Game Structure). Let ¥ = {1,...,n} C X,
with n > 1, be a finite set of agents, and II C II be a finite set of atomic
propositions. A Concurrent Game Structure (CGS) C for (X, II) is a tuple C =
(W, V, X, M, Mov, E), where:

— W is a finite, non-empty set of worlds (or game positions);

— VW — 2 s a valuation function;

— M is a finite, non-empty set of moves;

— Mov : W x X — 2M \ () specifies for every world w and agent a a set
Mov(w,a) of moves available to a at w;

— E:W x M* = W is a transition function mapping a world w and a move
profile m = (my,...,my,) (one move for each agent) to the world E(w,m).

Let C be a CGS. The component Mov determines which of the moves from
M are available for an agent at a world w. Let prof(w) be the set of available
move profiles at world w, i.e.,

prof(w) = {(m1,...,my) | m; € Mov(w,1)}.

A move profile is used to determine a successor of a world using the transition
function E. Let succ(w) be the set of possible successors of w, formally

succ(w) = {E(w, m) | m € prof(w)}.

An infinite sequence A = zgrize--- € W of worlds is called a play or
computation if x;41 € succ(x;) for all positions ¢ > 0. Denote with A[i] the i-th
component x; in A, and with A[0,4] the initial sequence zg - - - x; of \.

2 The dual of the temporal logic operator until ¢/ is called release R, and it is defined
as (pRY) = (mpU —p). In LTL we have the equivalence (¢Rv) = OV (v U (@A1h)).

def

In CTL, it is defined as (¢Ry) = EOy V E(U (@ AY)).



A strategy for an agent a € X is a function f, that maps a world w from
W to a move profile f,(w) € Mov(w,a) available to a at w. A strategy for a
coalition A C X' is a set Fy of strategies with F'y = {0, | a € A} containing one
strategy for every agent in A. We refer to a strategy also as strategy context. We
denote with strat(A) the set of strategies available to coalition A. The strate-
gies considered here are memoryless as they are functions from worlds to move
profiles and, thus, do not take previously visited states into account.

We define two operations on strategies: upgrade and release of strategies.
Let F4 and F be strategies for sets of agents, where F'4 contains strategies for
the agents in A. The upgrade of F' with the strategies in F4 is the result of
overwriting F with strategies for the agents in A Ndom(F) and supplementing
F with strategies for agents for which F' does not already provide a strategy
(i.e., for agents in A\ dom(F)). We will use o as a strategy upgrade operator.
Formally,

FrooF=FyU{f, € F|a¢ A}

The release of the strategies for the agents in B from F' is the restriction of F to
strategies for agents that do not occur in B (i.e., for agents in X'\ B). Formally,
for C = X'\ B,

Flc={fs€F|lacC}.

The set out(w, Fa) of outcomes of a strategy F4 for the agents in A starting
at a world w is the set of all plays A = xpzi2z2--- € W such that ¢ = w and,
for every i > 0, there is a move profile m = (my,...,m,) € prof(z;) such that

(i) mq = fo(z;), for all a € A, and
(i) zi41 = E(z;,m).

The semantics of ATLY, over CGSs is given as follows, where state formulas
are evaluated at worlds (or game positions) and path formulas over infinite paths
in a CGS.

Definition 3 (ATL}, Semantics). Given a CGSC = (W,R,V, X, M, Mov, E)
for (X II) and a strategy context F, the consequence relation |= is inductively
defined as follows.

— C,w Erp iff pe V(w), for all atomic propositions p € II;

= C,w Er ¢ iff C,w R ¢;

- C7w ':F ¥1 \/902 Z.[fc7w ’:F ¥1 orC7w ':F P25

— Cyw | YAlp iff C,w =5 o, where S = F|s\ a;

— C,w EF (A iff there is Fs € strat(A) such that for all plays A € out(w, S),
it holds that C,\ =g v, where S = Fao F;

— C,AEF ¢ iff C,A[0] EF @, when ¢ is a state formula;

- C7>‘ ':F _"l/} Zﬁca)‘ %F 1/);

= CAErR I VY iff C, A R Y1 V oy

- C7>‘ ':F O‘p ZﬁC,)\[l] ':F ®;

— C, A Er (p1U p2) iff there is ani > 0 such that C, N[i] =p w2 and C, \[j] Er
w1 for all j with 0<j <.



A formula ¢ is satisfiable if C,w [Epr ¢ for some CGS C, some world w in C
and some strategy context F in C; a formula is called valid if C,w |Ep ¢ for all
C, all w and all F.

In this paper, we do not assume agents being capable of perfect recall. In fact,
we use a semantics for ATL,. and ATL}, that is based on memoryless strategies.
This means that agents use strategies that prescribe for every world which move
to take. The history of previously visited worlds is not taken into account. This
differs from the original definition in [11] that introduces the logics with a perfect
recall semantics.

The language seems rather rich. Sometimes, different formulations of the
same simple property will seem natural. We shall illustrate this in the next
section by defining a few modalities that the community of logics in MAS has
become familiar with.

3 Common modalities of agency

We now turn to the definition in the object language of ATL,. and ATL}, of
a few modalities often discussed in the literature: ATL™) modality of ability
(Section 3.2) and the modality of strategic actual agency (Section 3.3).% In order
to express those modalities in the language of ATL?_, it requires to write formulas
referring explicilty to all agents. For this purpose we have to consider a fragment
of the language defined in the previous section containing only a finite number
of agents. We leave for future work a study of properties that can be expressed
in the full language or variants of it.

3.1 Whatever A do
Brihaye et al. [6] define a modality that is going to be useful later:

They provide the reading: “for any strategy of coalition A, every run in the
corresponding outcome satisfies a formula ”. Notice that it is defined in the
language of ATL}, and not in the one of ATL.. Its semantics is:

— C,w Ep, [AY iff VS4 € strat(A),VA € out(w,Sa o0 Fg). C, A Es, 0r, ¢

The modality [-A-] is not the dual of {-A-). It is also important to observe that
the truth of the path formula ) is in the context of S4 o Fz. A more precise
reading of [-A-]Ji is therefore: “for any strategy of coalition A, every run in
the corresponding outcome satisfies a formula v in the current strategy context

updated by the new strategies of A.”

3 Strategic’ is not to be understood in the sense of game theory, where agents strate-
gize to maximize their utility. It is to be opposed to actual agency that considers
only the current move. Strategic actual agency is a property of agents or coalitions
currently doing something by planning more than one move ahead.



3.2 Simulating the ATL®™ path quantifier
Brihaye et al. [7,11], propose to simulate the ATL®) formula ((4))¢) as follows:

(AN =) DA

That is, one first releases the current strategies of all agents, then we find a
strategy for A that only yields runs that satisfy . Its truth condition is:

— C,w g, ((A)' iff 3S4 € strat(A), VA € out(w, Sa). C,\ Es, ¥

Notice that ¥ must hold on each elected run, in the context of the current
strategy of the members of A.

When the signature contains a finite set X of agents, ((X)) and ((0)) are
dual: we have that ((X))y <> =((0))— is a valid schema in ATL*. Now, take
the ATL®, path formula ¥ = Q[-b]]Op. We can see that ((X))'¥ — —((0))* -
is not an ATLY_-validity. It is falsified at the world wg of the model in Fig. 1.

We have that ((X)'Op —
={(0))*O—p, with p a propositional
variable from II is indeed a valid for-
mula in ATL,. But we have just seen
that the uniform substitution of p
with [-b:]Op yields a non-validity of
ATLX,. It means that ATL}_ does not
obey the rule of uniform substitution.

A translation ¢r from the language
of ATL* into the language of ATL},
such that tr(((A))y) = ((A))tr(p)
and homomorphic for the proposi- Fig. 1. A CGS for two agents.
tional connectives is indeed satisfiabil-
ity preserving. But the definition does not interact well with the richer language
of ATL}.. A more fitting definition of the ATL® modality would be:

(A2 =) DA D,

That is, one first releases the current strategies of all agents, then we find a
strategy for A, and one finally releases again all the current strategies to evaluate
the path formula . Its truth condition is:

— C,w Ep, ((A))% iff 3S4 € strat(A), VA € out(w, Sa). C, A\ ¢ ¢

This seems more adequate with the notion of non-committed ability that we are
familiar in ATL™). At least we regain duality in the sense that ((X))2Q¢ <>
={(0))2O— is a valid axiom schema in ATLy. and ((X))2) < =((0))%2—) is a
valid axiom schema in ATL],.

In ATL},, there is at least one more way to capture the ATL®™) path quantifier.
It is sometimes interpreted as “coalition A has a strategy to enforce ¥ whatever

the choices of the other agents.” This is actually the reading given in [7, p. 97].



It would then seem natural to express it as

()0 = (A2 Al

(This definition does not fall into the language of ATL,,, but of ATL, .) Its truth
condition is:

— C,w Er, ((A))3 iff 35,4 € strat(A), VS € strat(X\ A),
VA e OUt(’LU7SZO SA) C, A ):SZOSA P

The path formula 1 is then evaluated with respect to a complete context of
strategies, one for each member of the counter-coalition.
To conclude, we have now three sensible notions of ATL-like ability:

C,wkEp, (A X\ AJY o eval. wrt. a X-commitment
C,w Ep, XA 1 eval. wrt. an A-commitment
C,w Epy )X ({-A))X{1p 1 eval. wrt. an (-commitment

The successive definitions involve an ever decreasing commitment for the evalua-
tion of the path formula in its scope. Interestingly however, their sets of outcomes
are identical, and correspond to these sets of runs that a coalition can enforce
(in the sense of ATL(*)). They are distinct in ATLZ, because of the different

commitments, but all are sufficient for an embedding of ATL®.

3.3 Strategic actual agency

The modality of actual agency has been widely studied, and is most prominently
known for its treatment in the STIT theories (STIT for “seeing to it that”). It
is a large family of logics with each their own semantics and modalities [5,
15]. Nonetheless, they all share an Ockhamist view of time [19]. Formulas are
evaluated in tree models, with respect to a state and a play. The most basic
modality is the Chellas’ STIT operator (somewhat a misnomer) of actual (one-
shot strategy) agency, proposed by Horty. Integrated in discrete time it allows
to embed Coalition Logic (]9]).

A challenge in formal philosophy of action is to devise a modality similar
to the Chellas” STIT but for long-term strategies. There is a truth-value gap
of strategic statements, analogous to the truth-value gap for future-tense state-
ments addressed, e.g., in [20] and [19]. In a nutshell, a state and a play are not
enough to evaluate a statement reading that the coalition A strategically see
to it that 1 is true. This is because in general, the context of only a state and
a play does not determine a unique strategy of an arbitrary coalition. See [15,
p. 149] for an illustration. (In a CGS, a play does determine a unique strategy
for the coalition X, though.)

Horty observes that two lines of resolution are possible [15, Sec. 7.2]. The
Peircean-like one is to consider all strategies that could determine the current
play. The Ockhamist-like one, that we adopt here, is that a modality of strategic
actual agency should additionally be evaluated wrt. to a strategy context. (This
has been investigated by Miiller [18] for the individual case and by Broersen et
al. [8] for the case of coalitions.)



We can say here that a coalition A see to it that v in a context Fg iff the
strategies of A in Fig are enough to make all the plays satisfy ¢. The truth value
of such a modality would then be:

— C,w [=p, [A sstit']y iff VA € out(w, Fpla). C, A Epy |, ¥

In fact, the modality [A sstit'] can readily be captured in the language of
ATL,, as follows:
[A sstit']e) = )3\ A((-0-).

The notion of strategic actual agency captured by [A sstit'] is the one that
appears the most immediate in the CGSs with contexts. It does capture per-
fectly that the current strategy of a coalition ensures that something happens,
independently of the commitment of the counter-coalition, and independently of
the currently non-committed members of A. We postpone for future research a
thorough comparison, but this will turn out rather different from the solutions
in the more traditional STIT literature, e.g., the proposal in [8]. A striking differ-
ence is that so far we did not feel compelled to explicitly put into the semantics
of actual agency the fact that a coalition see to something whatever the other
agents do. It might be a blunt conceptual error. But like in the simulation of the
ATL™ path quantifier in Section 3.2, it might as well reveal interesting differ-
ences on the assumptions about agents’ commitment to strategies between the
two frameworks.

Trying to emulate whatever the other agents do, we can employ the modality
[-A-] defined in Section 3.1. A direct translation of “the coalition A see to it that
1) whatever the other agents do” would then be:

[A sstit?]y = [A sstit!][ 2\ A-Jy.
It is clearly equivalent to [-X\ A-J¢). We would then have:
— C,w Er, [Asstit’]y iff VS5 € strat(A), VA € out(w, S50 Fg). C, A Fsrors ¥

The modalities [A sstit'] and [A sstit?] are nevertheless very significantly different
in that the evaluation of the path formula in the scope of [A sstit?] is within the
context of a commitment of the counter-coalition. (The evaluation of the path
formula is still independent from the currently non-committed members of A.)

Variants of these modalities can be defined semantically, where instead of
being independent of the strategies of the non-committed members of A, they
reflect a type of actual agency that remains true in whatever context of strategies
for the non-committed members of A.

— C,w =g, [A sstit’|y iff C,w =gy, [A sstit'][-A\ B
— C,w =g, [A sstit*|y iff C,w =gy, [A sstit?][-A\ By

Their truth condition is straightforward. However, note that there is no syntactic
reference in [A sstit’] and [A sstit*] to the committed agents B. Hence, it is
doubtful that they are expressible syntactically in the language of ATL,. or
ATLZ?, as they require some sort of reification of who are the committed agents
in the context.



To sum up, when giving an interpretation to a formula representing a state-
ment about actual agency in the context of a long-term strategy, we are offered
again more than one distinct possibility, depending on what commitments we
wish to consider when evaluating the path formulas.

C,w lE=py )X\ A0y ¥ eval. wrt. a (B N A)-commitment

C,w Epy [X\ A ¥ eval. wrt. a (BU (X'\ A))-commitment
C,w Ep, )X\ A((-0)[-A\ B-]¢ ¢ eval. wrt. an A-commitment

C,wlEp, [ X\ A[[A\ By 1 eval. wrt. a Y-commitment

Of course, we did not exhaust the seemingly sensible characterizations of a
modality of strategic actual agency that can be directly expressed in the language
of ATLZ,. One could also have the very simple variants where we release the
commitment of all the agents when we evaluate the path formula. It is readily
seen that for any 1 < 4,5 < 4, we have that [A sstit']-) X (- > [A sstitd]-) X (-
is valid.

4 Strategy contexts and explicit strategies

We now turn to the second contribution of the paper. Here we contrast the
notion of strategy contexts with explicit strategies. We first present ATLES, the
extension of ATL with explicit strategies from [22] (Section 4.1), and then we
translate a fragment of ATL. into ATLES (Section 4.2).

4.1 ATLES

The language of ATL is enriched with symbols for strategies and commitment
functions that assign agents to strategies they are committed to play. Thus
ATLES allows to reason explicitly about strategies. This is not possible with any
of ATL and ATL,. (and their respective LTL-extensions) as strategies are pure
semantic constructs and they do not occur in the object language.

Formally, the signature of the language is extended by a set Y of strategy
terms, where X = |J, .5, Yo and Y, is a countable infinite set of strategy terms
o, for agent a in X. A commitment function is a partial function p : 3 — Y
with a finite domain mapping an agent a € ¥ to a strategy term p(a) € Y, for
a. Note that a commitment function p is a finite object and as such it is used
to additionally parameterise path-quantifiers as ((4)),. The set dom(p) consists
of the committed agents. If p(a) is defined, then p contains a mapping of the
form a — o, which is called a commitment of agent a (or a commits) to play
the strategy denoted by the strategy term o,. On the other hand, if p(a) is
undefined, then a does not commit to any strategy and, thus, a can quantify
freely over the strategies available to a. The reading of an ATL-path quantifier
{(A)y with commitment function p is as follows:

(A)) ¢ states that, given the commitment of any agent b in dom(p)
to use the strategy denoted by p(b), the agents in A \ dom(p) have a
strategy to ensure the temporal property ¢, no matter what the agents
in X'\ (dom(p) U A) do.

Notice that the committed agents in dom(p) do not take part in the quantification
over strategies in ((A)),.



We remark that ((A)), is not how the path quantifier really looks like when
used in a formula. The symbol p is merely a meta-logical reference to an actual
commitment function, which is a collection of mappings of the form a — oy,
where o, is a strategy term for agent a. This should be considered when analysing
the length of a formula. For instance, take p = {a — 04,b — 04 }. Then we write
{(A)), for convenience in order to abbreviate (A)){sss,,brs0y}- For modelling
purposes, one may modify the syntax and write (A : a — 04,b— 0})) instead.

The notion of commitment to strategies requires the same strategies to be
played again later stage. This means, in formulas of the form ((A)),¥, the same
commitment a — o, from p occurs in a commitment function £ of a nested path
quantifier (B))¢ in ¥. That is, both, p and &, prescribe the strategy term o, for
agent a (or, in both cases, a commits to o, ). We have that p(a) = £(a). Release of
commitment to o, is modelled as easy as committing to it in the first place. This
is achieved by having a commitment function x of a nested path quantifier not
include the commitment a — oy, i.e., either x(a) # o, or x is undefined for a.
In case release of commitment is not desired, the notion of irrevocable strategies
is used. It can be modelled explicitly in ATLES by only allowing commitment
functions p to extend conservatively the commitment functions ¢ under whose
range they occur, i.e., p and £ agree for all agents in dom(€). Thus, IATL can be
defined in ATLES while avoiding the update semantics employed in [1].

The language of ATLES is defined over the extended signature (I, X, Y).

Definition 4 (ATLES Syntax). The following grammar defines state formulas
@ and path formulas ¢, where p ranges over II, A ranges over finite subsets of
3 and p over commitment functions. The language of ATLES consists of state
formulas.

pu=p | o | oV | (A

Y:u=0¢ | Be | pUyp

The language of ATLES can easily be extended to allow for negation of the tem-
poral operators next-time and until. But we refrain from extending the syntax
in this paper as we use the established complexity result of the satisfiability
problem for ATLES from [22] in order to use ATLES to determine a decidable
fragment of ATL,. whose satisfiability can be solved in ExpTime.

We define ATLES using concurrent game structures which differs from its
original definition in [22]. The logic was introduced using alternating transi-
tion systems from [4] extended with strategy terms and a denotation function
mapping the strategy terms to actual strategies. Another suitable extension of
alternating transition systems was introduced in [21], so-called action-based al-
ternating transition systems, which explicitly accounts for actions and action
pre-conditions. It can readily be seen that these transition systems give rise to
the same logics.

Strategy terms in Y are interpreted as strategies in a CGS via assignments.
An assignment a in C is a function mapping strategy terms o, in Y, for any
agent a in 3 to a strategy a(o,) in strat(a) for a in C. Note that the assignment
a in a CGS acts like an assignment in First-order Logic with the difference that
in ATLES strategy terms are mapped to actual strategies in the CGS instead of



domain elements as in FOL. In [22] an assignment is called denotation function,
which comes as a component of an ATS.

To define the semantics of ATLES, we use the notions of a strategy and out-
come as in Section 2. We lift the notion of assignment to commitment functions
as follows. The application of an assignment a to a commitment function p is
the set a(p) of strategies for the agents in dom(p). Formally,

a(p) = {fu € strat(a) | fu = a(p(a)),a € dom(p)}.

It is readily checked that a(p) is indeed a set of strategies, one for each agent in
dom(p). To see this, recall that p is functional, i.e., it yields exactly one strategy
term p(a) for every agent for which p is defined.

An assignment a acts as an interpretation of the commitment function p
(i.e. the strategy terms in p). We can view a strategy term o, = p(a), for any
a in dom(p), as a constant rather than a variable. As we will see below in the
semantics of ATLES, the assignment a does not change during the evaluation of a
formula and, thus, the strategy a(o,) is fixed. We can think of the strategy term
0, as being existentially quantified in the sense that there exists a strategy for a
that is referenced by o, and provided by a. ATLES does not provide references
to universally quantified strategies.

Using the notion of assignments, we can now define how to interpret the
formulas of ATLES over CGSs.

Definition 5 (ATLES Semantics). Given a CGSC = (W, R, V, X M, Mov, E)
for (X, IT) and an assignment a, the consequence relation |= is inductively defined
as follows. The notions of validity and satisfiability are defined as usual.

— C,w E%p iff w e V(p), for all atomic propositions p € 11 ;

— C,w E* o iff C,w £ 5

—C,wE*p1 Ve iff C,w E* v1 or Cow E® o

— C,w = (A) p¥ iff there is a strategy Fa in strat(A) such that for all plays
A € out(w, S), it holds that C, A\ | 1), where S = a(p) o Fu;

— CAEOp iff CA[1] % ¢

— C,AE Oy iff C, A[i] E® ¢ for all positions i > 0;

—C, A E* (p1U pa) iff there is an i > 0 such that C,a,\[i] =* @2 and
C, A\[j] E® ¢1 for all positions j with 0<j<1.

The ATLES semantics of (A)), is similar to the semantics of (A7) in ATL,,
which facilitates comparison. We recall that the operator o from Section 2 yields
a(p)o Fa = a(p) U{fs € Fa | a ¢ dom(p)}. Intuitively, a(p) o F4 states that
commitments of agents are respected as prescribed in p, all other agents in A
play their just selected strategies.

4.2 Comparing ATL,. and ATLES

Obvious differences between ATL . and ATLES are that, while the former includes
a separate release modality )A(¢ and strategy contexts in the semantics, the
latter allows for commitments of the form a — o, in the syntax which are



interpreted using assignments. However, commitments and assignments play the
role of strategy contexts in ATLg.. A crucial difference between the logics is
the semantics of the path quantifiers (A) and ((A)),; cf. Def. 3 and Def. 5,
respectively. For (A9, the strategies F4 selected by A upgrade (overwrite) the
strategy context Fiontext, Whereas, for ((A)),, the strategy commitments a(p)
are supplemented by F4. Consequently, due to how context or commitments are
respected in (A) and (A)),, different agents end up quantifying over strategies in
general. The following proposition states under which conditions (A} and (A)),
determine the same set out(z, S) of plays, where S is defined as S = F4 0 Feontext
in the former case, and S = a(p) o F4 in the latter.

Proposition 1. It holds that Fp o Feontext = a(p) 0 Fa if one of the following
conditions is satisfied:

(Z) Feontext = a(p) = (D;
(7/6) Fy = 0 and Feontext = a(p); or
(%2) Fa = Feontext = a(p)'

The proposition can be shown by using the fact that the strategy upgrade op-
erator o forms an idempotent semigroup on the set strat of strategies, and that
o is not commutative.*

Proposition 1 makes clear that a strategy context Feontext in ATLg. corre-
sponds to the strategy commitment a(p) in ATLES with the difference that
Feontext 18 @ purely semantic object, whereas a(p) consists of a syntactic com-
ponent p and a semantic component a. This means we can explicitly describe
strategy contexts in the language of ATLES, whereas in ATL,. we have to make
use of (A) and )A({ that describe that strategies for A are either pushed into
the context or released from it. Notice how using strategy commitments in the
syntax is more flexible than the strategy context model as every path quantifier
in ATLES can be parameterised with a different commitment function, which
describes explicitly which agent is using what strategy. In particular, this does
not require a dedicated release operator.

The notion of irrevocable strategies is captured in ATL,. by carefully avoiding
quantification over strategies of committed agents. In ATLES, irrevocability can
be made explicit in the syntax.

Once a strategy in the strategy context is overwritten with a new strategy
or released, it cannot be recovered in ATL,,., because any reference to it is lost.
This could be described with the notion of forgetting forever. Not so in ATLES,
where ‘forgetting forever’ can be modelled explicitly in the language, but it is
no restriction of the logic as in ATLg,. In fact, an agent in ATLES may resume a
commitment after releasing it, which also captures a notion of agents having a
strategy memory.

A strength of ATL,, is to push any strategy that is available to an agent into
the context. This is achieved with formulas of the form —{ A}, where the agents

4 The operation o is a binary function on strat, it is associative (i.e., (Fa o Fg)o Fc =
Fao(FpoFc)), the empty strategy 0 forms the identity element (i.e., Fo) = lo F =
F), and o is idempotent (i.e., F o F = F).



in A quantify universally over their strategies Fl4. In the semantics, before we
continue with the evaluation of the path formula 1, the strategies F4 are used
to upgrade the strategy context (cf. Def. 3). This is another crucial difference to
ATLES, which is restricted to existential quantification over commitments. To
make more precise the relationship between ATL,. and ATLES, we present an
equivalence preserving mapping from a fragment of ATL,, into ATLES. We define
a translation ¢r(-,-) as a partial function that maps an ATL,.-formula, in which
every occurrence of a path quantifier ¢ A} is under the scope of an even number
of negations, and a commitment function to formulas of ATLES as follows:

def

tr(p, &) = p;
tr(=p,€) = ~tr(p,£);
tT(<P1 V 02,€) = tr(p1, &) V tr(ps, £);
r(YA¢p, &) = tr(p, x), where x = £|5\4;

def

tr( YA, §) = tr(p, x), where x = £\ 4;
tr(tAYOwp, €) = (A),Otr(p, p);
tr(¢A)Op, &) = (A),Otr(p, p);

tr(CAY (01U 92), ) = (A),(tr(e1, p)Utr(pa, p));

where the commitment function p overwrites/updates £ at A with fresh strategy
terms. Formally,

p = Eldomena U{a 04| a€ A o, is fresh}.

The following proposition states that ¢r(-,-) is indeed equivalence preserv-
ing. The proof works by induction on the structure of ATLg.-formulas that are
translated.

Proposition 2. Let ¢ be an ATLg.-formula, C a CGS, x a world in C and F a
strategy in C. The following are equivalent:

(a) Cox l=r ;
(b) C,x E® tr(p, pr), for some (pr, F)-compatible assignment a,

where pp = {a — o, | fo € F,04 is fresh} and an assignment a is (pp, F)-
compatible if a(pr(a)) = fa, for every a € dom(pr) and f, € F.

The ATL.-fragment determined by ¢r(-, -) is the fragment that does not allow
for universal quantification over strategy commitments. The latter is expressed
by formulas of the form —({A)1 or, in general, by the modality (A} under the
scope of an odd number of negations. The satisfiability checking problem for this
fragment can be solved in ExpTime by Proposition 2 and the fact that ATLES
is in ExpTime [22]. This is in contrast with the complexity of full ATLg., which
we establish in the following section.

5 Complexity

This section is devoted to investigate the computational complexity of ATLg,.
and ATL}_ over general CGSs: we relax CGSs from Def. 2 by allowing infinite
number of states and infinite number of moves.



Generally, high expressiveness tends to come with the price of high computa-
tional complexity of reasoning problems. While the model checking problem was
already considered in [11, 7] (and shown to be between 2ExpTime-hard and non-
elementary for ATL., while it is 2ExpTime-complete for ATL* [4]), we focus here
on the satisfiability problem. Clearly, the lower complexity bounds carry over to
ATL,. and ATLZ, from their respective fragments ATL and ATL*. It turns out,
however, that extending ATL with strategy contexts comes with a much higher
price. In the following we show that ATLg. is undecidable. To show this, we
use a reduction of the satisfiability problem for the product logic S5™, which is
known to be undecidable. In Section 3, we demonstrated that ATL,. can cap-
ture some notion of actual group agency (cf. operator [A sstit'] in Section 3.3).
Thus the undecidability of ATL,. may not come as a surprise considering the
undecidability of Chellas’ STIT logic of group agency [14].

We obtain the following lower complexity bounds. It remains to be shown
that Thm. 1 holds for finite CGSs (as defined in Def. 2), which amounts to
showing that S5™ over finite frames is undecidable. We also leave the matching
upper bounds as an open problem.

Theorem 1. The satisfiability problem for ATLg. (over general CGSs) is
(i) NP-hard for formulas with n =1 agent;

(ii) NExpTime-hard for formulas with n = 2 agents; and

(iii) undecidable for formuals with n > 3 agents.

The lower bounds in Theorem 1 can be shown by the following reduction of the
satisfiability problem for S5” to the problem for ATL,..? For a formal definition
of S5™, we refer to, e.g., [12]. Define a translation ¢r(-) mapping S5"-formulas to
formulas of ATL,, as follows:

tr(p) = (0)Op;

tr(=p) = —tr(p);
tr(wvw)déft( )V tr(y);
tr(Oip) Z (i) (LU tr(p)).

We can show the following lemma.

Lemma 1. Let ¢ be an S5"-formula and let X, be the set of agents that occur
in . The following are equivalent:

(i) @ is satisfiable wrt. Egsm ;
(ii) (2 )(LUtr(p)) is satisfiable wrt. AT sc.
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